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Abstract 

 

A significant research problem being investigated for a very long time is Text detection and localization from natural 

scene images. It is a necessary technique for providing solutions to various applications such as intelligent transport 

systems, content-based retrieval systems, blind assistants and tour guide systems etc. Text found in scene images contains 

beneficial information for the needs and safety of people. Hence, it is essential to detect text and extract it for further 

application processing by computer vision systems. Text detection from scene images poses several challenges: varying 

illumination, low resolution, font size and style variations, complex backgrounds, presence of noise and other 

degradations. Various attempts are made to localize text from outdoor natural scene images, and this paper provides an 

exhaustive literature review of all existing methods and provides comparatives analysis. The way forward for future 

researchers is also reported. 

 

Keywords: Text detection, Text localization, Machine Learning, Feature Extraction. 

1. Introduction 

Nowadays, everyone needs to give a unique name with a remarkable text style to their shops, foundations, hostels, and 

restaurants to draw in individuals with their unique names. The display boards and signboards in natural scenes also have 
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varying font styles and sizes. It is genuinely challenging to see such text information influenced by low lights, high lights, 

shadow, climate conditions, the text language, and direction. Extracting such text data will benefit various computer 

vision systems such as ordering colossal picture and video data sets by their printed content [1], content-based image 

retrieval, intelligent transportation systems, portable vision systems, industrial automation and other areas [2-6].  

"Text detection" was initially presented during the 1990s. With the quick progression of Internet innovations and versatile 

cell phones, an ever-increasing number of situations requiring message extraction from picture information is being 

created. Text detection is now a vital part of vision and recognition algorithms as a focal point for research work in scene 

text understanding. Some of the most prestigious international conferences in the relevant area are ICDAR and ICCV. 

Some applications in different sectors are Mobile transliteration/translation technologies, Scene understanding, and 

Address identification. The street name or address is generally written to familiarize people with the location. Everyone 

needs to be able to identify the location. The street name is usually written on a plain background with distinct font size. 

However, the camera's noise makes it difficult to distinguish the text when it is captured. Figure 1 shows some examples 

of such images. 

            

Figure 1: Example of representing the address 

The solution to text detection and localization problems comprises various processing steps. Figure 2 describes the steps 

involved to achieve the task. 

The methods invented for text detection will pre-process the image for removal of noise, degradations, suppression of 

background and edge detection. Further, feature engineering is done on the pre-processed image to extract suitable 

characteristics for categorizing discriminating text from non-text regions. Later, the features are analyzed by classifiers 

to extract text regions. 

In this research work, the technical advancements were examined using scene text detection in-depth to motivate and 

advise young researchers to practice. We also first review the history and development of text recognition before 

classifying the conventional approaches and highlighting the significant challenges and strategies that go along with them. 

Then, by comparing state-of-the-art algorithms, we present frequently used benchmark datasets and assessment methods. 

Lastly, we review our findings and make predictions about future research areas. Parameters, i.e., Accuracy, Recall, 

Precision and Error rate, are also briefed to evaluate the comparison's performance.  
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Figure 2: Block Diagram of Text Detection from Image 

2. Technologies for Text Detection and Localization 

Text detection and localization are based on some methods like (i) Connected Component Analysis, (ii) Edge Analysis 

and (iii) Image Blocks Analysis. Xiaoqing Liu et al. [7] presented Text detection using an edge analysis approach 

comprising various steps: character extraction, candidate text detection discovery and text extraction. The immensity of 

the second derivative of intensity is employed as a value of edge strength in the first stage. It allows peaks for better 

recognition that generally describes text. The average edge strength inside a window is used to compute the edge density. 

Four orientations (00, 450, 900, 1350) are used to find the variance of orientations in terms of effectiveness and efficiency, 

where 00 means horizontal direction, 900 denotes vertical direction, 450 and 1350 are the diagonal directions. 

Implementation of the Multi-scale method is used for Edge detection in which Gaussian pyramids are used to generate 

multi-scale images after applying a smoothing filter and down sampling the raw image in vertical and horizontal 

directions. 

Segmentation [8] from low resolution and texture-based text detection in images is introduced. In D.C.T. (Discrete Cosine 

Transform) domain, a high pass filtering is used to suppress the background. Textural features were computed on image 

blocks to identify, detect and segment the text regions in the picture. Based on newly developed discriminant functions, 

each case is categorized as either text or non-text. A merging algorithm is identified for combining various text blocks to 

generate text regions. Later, those areas are fine-tuned and utilized for post-production. Texture features, Block 

categorization, D.C.T. domain, and Text block merging and refining text regions are the five-step approach were 

determined for removing constant background in the future matrix D generation on every 50x50 frames. 

A Comparative analysis [9] of various approaches based on texture and morphology multi-scale analysis. MATLAB 7.0 

is utilized to complete the examination. The analysis shows that the combined Morphological-Region method outperforms 

the Multi-scale and Texture techniques in terms of noise tolerance and the ability to recognize all types of text regions 

even against various backdrops. 

A novel Connected Component (CC) analysis technique [10] is applied for text extraction, text contours and stroke inside 

regions individually and combining from images. This approach efficiently creates character candidates. Compared to 

[10] MSERs-based and SWT-based techniques, test outcomes convey that the suggested approach creates a few 

candidates yet recalls the majority of text C.C.s. The C.C.s is subjected to filtering by CC, line categorization and line 

grouping to get the final result. 

 

A technique for detecting text areas [11] was invented, and the region suggestions were quickly created by the 

classification based on connected components; then, the subsequent classification of those regions effectively removed 

all false detections using in-depth features. Here, a dataset for manga text areas was established for noise-free learning 

and appropriate assessment of the detection algorithms. The techniques achieve a recall value of 0.851 and an F-measures 

value of 0.466 in the manga dataset, which is higher than the primary methods shown in Figure 3. 

Text Regions 

Preprocessing Feature 

Extraction 

Text Region Detection 

using Classifier 
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Figure 3: Precision and recall achieve higher performance 

 

A method [12] is proposed for reducing Laplacian noise in the input image, and Edge-Enhanced Maximally Stable 

Extremal (EEMSE) regions are generated using the pre-processed image (MSERs). Non-text portions are filtered using 

region filtering, and an Optical Character Recognition (O.C.R.) technique is used to identify them. This approach's output 

exceeds Peak Signal to Noise Ratio (PSNR) and Structural Similarity Measures (SSIM). Also, this approach was tested 

on the standard ICDAR dataset, which consists primarily of real-time photographs and achieves 90.30% of better 

character confidence and 96.42% of high character accuracy and less error rate of 3.58%. 

In [13], A novel technique is explained for text identification depending on Deep Learning Region Classification (DLRC) 

and Super pixel-based Stroke Feature Transform (SSFT). The ICDAR2011, ICDAR2013, and street view text datasets 

are used in this technique. The SSFT was intended for up-and-comer character area (C.C.R.) extraction, which involves 

separating an information picture into numerous areas utilizing super pixel-based clustering, deleting the majority of the 

regions that do not meet the characters' established criteria, and then the remaining regions can be post-processing for 

finding out the C.C.R.s using a stroke width map. Then, based on high-level features, colour, geometrical, and deep 

convolution neural networks were used to identify character areas. Finally, the suggested approach yields F-Measure 

values of 0.876, 0.885, and 0.631, respectively. 

Weighted median filters and techniques called Maximal Stable Extremal Region are used for identifying and extracting 

text areas in natural pictures [14]. Towards hold and smooth the edges, the picture is passed using a weighted middle 

channel, trailed by MSER up-and-comer locale extraction. Non-text components are filtered using heuristics criteria. 

Finally, classifiers are used to categorize potential text areas and non-text regions based on three text-specific 

characteristics, followed by clustering to group text components in text lines [15]. This technique is designed to extract 

text areas from low-contrast pictures reliably. The method's efficiency in terms of accuracy, recall, and F-measure is 

demonstrated using the ICDAR 2011 testing dataset. 

A texture-based method in two phases; Text Detection and Text Localization. [16] This technique comprises two steps, 

namely Pre-processing to increase the quality of the natural image by removing the unwanted noise. In the localization 

stage, texture analysis is used based on texture features by considering the parameters like variance and contrast. Then 

the blocks are divided into text and non-text blocks, where text blocks are identified as spatially blended, and text areas 

are eventually contained within a bounding box. Variance is determined using first-order statistics, where r and c are 

several columns and columns, A is the input of the image matrix, and contrast is measured from p (i, j), which is the grey 

level co-occurrence matrix. 

Author [17] understood the challenges of text localization and proposed a hybrid methodology that extracts text from 

Natural images. This method consists of four stages; firstly, superimposed text regions are extracted from natural images 

based on features such as Horizontal crossings, Bounding Box, Perimeter, Area, and Euler number. Next, extracted text 

regions are tested on the character descriptor and the Support Vector Machine classifier. In the Third step, recognition of 

line segmentation and multiple lines in localized text regions is executed using horizontal profiles. In the last step, each 
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portioned line is extracted using vertical profiles. Font style, font size, scale, illumination, and Orientation may vary 

throughout the text. The suggested method uses a canny edge operator with a median filter to retain the sharp edges of 

text in the picture, resulting in more accurate text region localization. Extracting characters from the individually 

segmented line is successful when the localized text areas, including several lines of text in various scripts, are segmented. 

 A methodology that uses a median filter by considering the canny edge operator conserves a sharp edge of the text in the 

image and gives more accuracy to text regions [18].An algorithm for new text regions extraction from an image with 

complex background. This proposed method is highly dependent on the Recurrent Convolutional Neural Network (R-

CNN) for the faster mechanism by taking the features like the area to identify the text from the image [19].  

Text detection on sign boards using ANNs from the natural scene images is divided into different levels for text 

recognition [20]. First, the image is acquired from the outdoor scene, and then the edges of the signboard are detected 

whereas, in the second stage is for detecting and recognizing the text in two different languages: English and Urdu. The 

last step uses ANNs to classify and recognize text extracted from natural scenes or an outside environment. As part of 

this research, a developed image database was used to generate experimental results. The work is multilingual and gives 

output in English as well as Urdu. In terms of image recognition, the system compares well to other systems, providing 

an overall 85% level of accuracy. 

A system for scene text detection for Accuracy Analysis and Complexity of CNNs is established, and the investigations 

made on the detection accuracy and indicators of these three strategies R-CNN's network architecture is reliable compared 

to RRPN and CTPN [21]. The F-measure of RRPN concerning R-CNN and CTPN is 0.18 and 0.15, respectively. In the 

process of detecting scenes texts, however, each of these methods puts a different emphasis on text detection. The CTPN 

is superior for detecting laterally distributed scene texts; however, the RRPN is superior for detecting tilt-angle scene 

texts. 

A method for a Unified Video Text Detection (UVTD) with Network Flow, In this research, scene detection using an 

FCNN is presented. The method analyses frames and detects text information from the images. The experimental results 

were discussed regarding the accuracy of the UVTD [22].  

Kannada text detection using Combined Edge and Connected Component in natural scene images is developed [23]. 

Three aspects make the system sturdy, and the initial approach was to detect edges morphologically. An edge image is 

created by determining a threshold level. Second, a text feature filtering technique is applied that extracts as many non-

letter components as possible. Furthermore, this approach produces a wide range of letter components in the mean height 

of the residual bounding boxes. The text region is then binarized using a threshold value from the residual bounding 

boxes. Own collection of 200 Kannada images was used to test the proposed method, and the results are satisfactory. 

Text Detection with Text Line Construction aims to develop a new text detection algorithm capable of accurately 

localizing text in natural images. Mainly R-CNN is used as a faster mechanism for converting small text areas into object 

detection for small text areas. This method allows a neural network to detect text data and categorize the text/non-text 

information within the image evaluated on the ICDAR dataset [24]. 

This paper presents an attention-guided multi-scale regression method for detecting scene text, which shows promising 

results [25]. Two different scales are used to create the pipeline, enhancing its perception of large and long texts. 

Additionally, the addition of the attention module improved the prediction performance by more accurately separating 

text from the background. Compared to ICDAR 2015 and MSRA-TD500, the proposed text detector has achieved 

comparable results in terms of accuracy and precision. 

Recently, academics and industry have become interested in detecting traffic panels. The reason for this is that traffic 

panels provide several difficulties. To acquire accurate text detection in traffic panels with text data, there is a need to 

detect the traffic panel. A new dataset is created that includes Persian text on traffic panels in the streets because there are 

no available text-based traffic panel datasets. In the dataset, there are two sets of figures, i.e., the first batch has 9294 

images, while the second set contains 3305 images [26]. The homogeneity of the first dataset is lower than that of the 

second. As a result, the first dataset is a supplement to the second dataset. Therefore, a prior trained model using the 

different datasets is trained using the primary dataset. To train and evaluate the model, the tiny YOLOv3 algorithm is 
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used with low complexity and quick execution. Finally, the K-fold cross-validation technique is used to access the 

algorithm's efficiency and shows that precision is 0.973, recall is 0.945, and F-measure is 0.955. 

A challenge is that Context-aware applications have drawn more attention to automatic text reading in scenes in recent 

years. The author developed a method for automatic text extraction from scenes, which takes advantage of the object 

proposal in generic object identification [27]. The max-pooling-based method is designed to find scene text ideas within 

a feature map obtained from picture edges. The results of the search are then sorted using a scoring algorithm depending 

on the histogram of the oriented gradient. The dataset used for this research is taken from publicly available scene datasets: 

the ICDAR2015 t and the Street View Text dataset. And the proposed technique exceeds the state-of-the-art performance, 

mainly when a small number of proposals are examined, and when combined with a scene text recognition model, it also 

achieves better efficiency in scene text recognition. 

This research proposes a strategy for increasing text localization in Scene Images using a New Defect Detection method 

using post-processing approaches. The suggested method extracts properties such as phase congruency, entropy, and 

compactness for text detection to improve feature extraction's discriminatory power [28]. The characteristics of the text 

component are determined using a Support vector machine classifier and the Gaussian distribution of text components. 

The weights are multiplied by the characteristics using clustering to detect defect components. The bounding boxes have 

been redrawn, resulting in a precisely aligned bounding box and producing good results. The trials on MSRA-TD-500 

and SVT benchmark datasets for detection and recognition before and after defect identification to evaluate the 

effectiveness of defect detection will improve performance dramatically after fault detection. Table 1 summarizes the 

recent work in text detection and localization.  

Table 1: Recent Research works on Text Detection and Localization. 

References Dataset Approach Metrics 

[1] ICDAR 2013 

ICDAR 2015 

Street View Text 

Clustering for external regions 

and OCR Classifier 

Recall -71.3% precision- 82.1% 

F-measure- 76.3% 

[3] Traffic signs MSERs and HSV thresholding F-measure-0.93 

0.89 -recognition, 0.87 -entire 

system 

[7] Four types of 75 test images, 

including book covers 

480 × 640 resolution 

Multi-scale Edge-Based Text 

Extraction Algorithm 

 

NA 

[8] 100 varieties of low-resolution 

natural scene 

images each of size 240x320 

D.C.T. based high pass filter 

and texture feature 

96.6% Detection rate 

[10] Born-digital dataset of 

ICDAR2013 

CC based filtering Recall -90.51% precision- 48.33% 

F-measure- 63.44% 

[11] Manga text regions Connected Components Recall - 0.851 

F-measure -0.466, 

[13] ICDAR 2013 

ICDAR 2015 

Street View Text 

SSFT and DLRC 

Algorithm 

F-measures o-0.876, 0.885, and 

0.631 

[14] ICDAR 2011 AdabooostM1 

and K-NN Classifier 

Recall-0.826 

Precision-0.62 

F-measure-0.71 

[16] ICDAR 2011 GLCM features like variance 

and contrast 

Accuracy 90 

[29] 

(2022) 

14100 Urdu Cropped image CNN, RNN, CTC C.R.R. of 95.75%, a W.R.R. of 

87.13% and a WRR1F of 94.21%, 
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[30] 

(2022) 

12,120 Images Text stroke mask using 

TSDNet 

NA 

[31] 

(2022) 

Self-acquired Key point Detection 

Key point Link Prediction 

Recall-74.7 Precision 77.3 and F-

Score76.0 

[32] 

(2022) 

Self-acquired CRAFT, Four Stage Network NA 

[34] 

(2022) 

MSRA-TD500, CTW1500, 

Total-Text, ICDAR2015 

CM-Net F-Measure-82.8 

[35] 

(2021) 

Self-acquired Canny edge detection 

algorithm _ k-means 

Accuracy-90.5% 

[36] 

(2022) 

ICDAR 2013, ICDAR 2015, 

MSRA-TD500, 

and SCUT-CTW1500 

progressive region prediction 

network 

F-measure of 86.0% on ICDAR 

2015  

 

3. Gaps Involved in Text Analysis 

Some of the challenges found in image analysis for text detection and localization are as follows. 

• Environment: - The images captured are subjected to distortions due to environmental conditions. Some 

distortions include Uneven Lightening, Image Complexity, perspective distortion and noise. 

• Image Acquisition: The acquisition of images may also introduce distortion and other degradation due to lens 

and device configuration issues. 

• Text Content: The challenges related to text content are multi-oriented/curved text, different font styles, different 

sizes, unique colour, unique font alignment, multilingual environments and variation of aspect ratio and fonts are some 

of the challenges that affect the performance of detection and localization of texts. 

• Multi Orientation It is to attract the viewers. Text may be vertical, horizontal, curved or multi-oriented. Methods 

used to find horizontal text cannot be used detection of text in Orientation. Henceforth multi, Orientation is a challenging 

task for researchers. 

• Complexity in backgrounds- Background includes rocks, grasses, bricks, and signboards, which leads to more 

complexity for identifying text.  
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Figure 4: Challenges in Text detection and localization 

4. Applications and Future Avenues 

 

• Text recognition is used in various fields to automate tasks, including automatic license plate reading at toll 

booths, automatic signature reading on check leaves, and image tagging and analysis of image data. 

• In the health care industry, text recognition allows storage and retrieval of enormous documentation. It can also 

create a searchable database where the text can be found easily. The created databases can be easily updated and accessed, 

which saves time and a lot of paperwork. Automated text detection with voice assistance is also helpful to the visually 

impaired. Text recognition in videos can also be achieved using automated text recognition. 

• Automatic text identification can also be used to make transportation systems more intelligent. It can also be 

used in airports to check passports and extract information. Text detection is also used for automated data entry for 

business documents. Text detection also allows for the publication of an array of books online that can be shared and 

preserved. Automation in the business world is also made possible by text recognition, which supports automated reading 

of labels and numbers. 

• Further advancements in technology have led to text recognition finding applications in many fields. 

Future Research Avenues 

Some of the future research problems than can be taken up by the researchers are below. 

• Text extraction from drone camera/traffic camera-based images. 

• Text extraction from items kept in big malls. 

• Text extraction from display boards in an unknown environment 

 

5. Conclusion 

Several methods for text detection have been developed previously. Text detection was a natural extension of document 

analysis, from scanned page images to camera recorded photos, pre-processing, detection, and O.C.R. technologies. 

Although scene text was thought to be a more challenging problem, relatively little work had been done with it. Recently, 

academics have looked into methods for capturing text in various combinations that have proven useful. Some options 
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include unsupervised feature learning, Convolutional neural networks, and other techniques. This paper presents a 

comprehensive survey of various methods researched so far. Machine learning and deep learning methods are more 

accurate and provide better results. The challenges involved in the problem are also discussed. Several approaches have 

been introduced to overcome the existing challenges: AdaBoost, CNN, TSD-Net, and CM-Net. The researchers can 

continue exploring the solutions' usage for various relevant applications.  
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